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Abstract-In this paper, an optimize and effective algorithm is 
proposed for constructing decision tree based on variable 
precision rough set theory which can deal with inconsistent, 
uncertain or vague knowledge. FID3 has some drawbacks, it 
does not provide relaxation to the subset operator .Therefore, 
we  improved FID3 algorithm based on variable precision 
rough set .This paper proposes a new attribute selection 
criterion, the enhanced information gain based on degree of ߚ 
- dependency and significance of condition attributes on 
decision attribute is used as a heuristic for selecting the 
optimal splitting attribute to overcome the drawback of FID3 
algorithm. Experiments prove that the improved VPRSFID3 
algorithm reduces the complexity of tree and increases 
classification accuracy of the decision trees as compare to the 
FID3 algorithm.  
Keywords-Decision tree, ID3 algorithm, degree of β-
dependency, variable precision rough set (VPRS), enhanced 
information gain 
 

I. INTRODUCTION 
Machine learning, a branch of artificial intelligence, is a 
scientific discipline concerned with the design and 
development of algorithms. Machine learning is 
programming computers to optimize a performance 
criterion using example data or past 
experience.Classification is the prediction approach in data 
mining techniques. There are many algorithms based on 
classification that is Instance Based, Neural Networks, 
Bayesian Networks, Support Vector Machine and Decision 
tree. Decision tree learning is one of the most widely used 
and practical methods for inductive inference. Decision tree 
classification algorithm is one of the most popular 
techniques in the emerging field of data mining. ID3 
algorithm [1], as a heuristic algorithm, was proposed 
in1986 by Quinlan, is famous and popular in the 
construction of decision trees. The main idea of ID3 
algorithm is to choose attributes with the maximum 
information gain based on entropy as current classification 
attribute, and then expand the branches of decision tree 
recursively until the entire tree has been built completely. 
According to the performance analysis [1], information 
gain tends to favor those attributes with a large number of 
distinct values and a sub-tree may repeat several times in a 
single decision tree, which degrades the efficiency and 
accuracy of classification.  
Rough set theory (RST), proposed by Poland 
mathematician Pawlak in 1982, is a new mathematic tool to 
deal with vagueness and uncertainty [2-3]. Its main idea is 

that to classify samples into similar classes containing 
objects that are indiscernible with respect to some attributes. 
RST can solve many problems occurred in data reduction, 
feature selection and pattern extraction so that we can get 
rid of redundant data even in the information system with 
null values or missing data. Rough-set-based decision tree 
algorithms have been studied within resent years. However, 
these proposed approaches also have their limitations. They 
only do well in accurate classification where objects are 
strictly classified according to equivalence classes; hence 
the induced classifiers lack the ability to tolerate possible 
noises in real world datasets. In order to improve the 
shortcomings of rough set model, the classical rough set 
model is extended, Ziarko proposed a variable precision 
rough set model [4], which introduced the 0)ߚ൑ ߚ ൏0.5) 
based on the basic rough set model, and allowed some 
degree of misclassification rate. Aijun also proposed a 
variable precision rough set model [6], which introduced 
0.5൏)ߚ ߚ ൑1) as the correct rate. Reference [7] presented 
an algorithm to construct decision tree based on variable 
precision rough set. References [8, 9, 10, and 11] built the 
decision trees based on dependency of attributes and  ߚ – 
dependability. 
The main concept of variable precision rough set theory is 
degree of dependency and significance of attributes which 
is used in the proposed algorithm to select splitting 
attribute,therefore this approach proposes a new attribute 
selection criterion, the enhanced information gain based on   
degree     of   -dependency and significance of condition 
attributes on decision attribute is used as a heuristic for 
selecting the optimal splitting attribute to overcome the 
drawbacks of FID3 algorithm and also extends variable 
precision rough set theory. Experiments prove that the 
improved VPRSFID3 algorithm reduces the complexity of 
tree and increases classification accuracy of the decision 
tree as compare to the FID3 algorithm. We have used some 
dataset to implement the proposed algorithm and on these 
dataset the proposed algorithm gives better accuracy than 
the FID3 algorithm. 

 
II. BASIC CONCEPTS 

We introduce some basic concepts of decision tree and 
variable precision rough set theory [4]. 
1. Decision Tree Classification 
Decision tree is a very practical and popular approach in 
the machine learning domain for solving classification 
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problems. In decision tree approach ID3 algorithm is the 
most popular and used in this area. 
1.1 ID3 Algorithm 
Suppose S is the set of example set, and the number of 
equivalence class constructed by indiscernibility relation is 
n then entropy is defined as:   
   

ሺܵሻݕ݌݋ݎݐ݊ܧ ൌ െ ෍ p୧ logଶ

୬
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   Where  ݅݌ ൌ
ௌ௜

|ௌ|
 .is the number of example set S  |ݏ| ,   

Given an attribute AאC, C is the set of condition attributes 
the domain of A is denoted as VA , then the expected 
information of the entropy is given as follows: 
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Hence, the information gain on AאC is defined as  
 
,ሺܵ݊݅ܽܩ ሻܣ ൌ ሺܵሻݕ݌݋ݎݐ݊ܧ െ  ஺ሺܵሻ             ሺ3ሻ݋݂݊ܫ

                                
We compute the information gain of each condition 
attribute, and the attribute with the maximum information 
gain is the most informative attribute. 
 
2. Variable Precision Rough Set Theory 
2.1 Information Systems 
An information system [5] is a pair S= (U, W, V, f) where U 
is a non-empty finite set of objects called universe. W 
denotes the set of attributes, it is usually divided into two 
subsets P and Q, which denote the set of condition 
attributes and the set of decision attribute, respectively. 
f:U×W→V is an information function, where V =�aאWVa 
is the domain of attribute.  
2.2 Relative Misclassification Rate 
Variable precision rough sets (VPRS) [4] attempts to 
improve upon rough set theory by relaxing the subset 
operator. It was proposed to analyse and identify data 
patterns which represent statistical trends rather than 
functional. The main idea of VPRS is to allow objects to be 
classified with an error smaller than a certain predefined 
level. 
This approach is arguably easiest to be understood within 
the framework of classification. Let P, Q ك U, the relative 
classification error is defined by  
 

ܿሺܲ, ܳሻ ൌ ቐ1 െ
|ܲ ת ܳ|

|ܲ|
           |ܲ| ൐ 0   

0                            |ܲ| ൌ 0
             ሺ4ሻ 

 
Where  |ܲ| is the cardinality of that set. 
2.3 Degree of inclusion 
Let P, Q be any two sets, if  0 ൑ ߚ ൏ 0.5 , the majority 
inclusion relation can be defined as: 
ܲ ఉك ܳ iff  ܿሺܲ, ܳሻ ൑ 0൑   ,ߚ ߚ ൏ 0.5 
 

 upper Approximation of Set -ߚ lower and- ߚ 2.4
Let R be the indiscernible relation on the universe U.  
Suppose (U, R) is an approximation space.U/R = {P1, P2…, 
Pn} where Pi is an equivalence class of R. For any subset 
PكU, lower approximation ܴି

ఉ ܲ 
and upper approximation   തܴఉܲ  of P with precision level β 
respect to R is respectively defined as [4]: 
 

       ܴି
ܲ ൌ ڂ ቄܳ א  ܷ ܴ |

PתQ

P
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P ת Q

P
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Where the domain of β is 0 ൑ ߚ ൏ 0.5 , ܴି

ఉ ܺ is also called 
β-Positive region (POS (P, Q)). The β boundary of P with 
respect to R is defined as: 
 

ఉܲܦܰܤ ൌ ڂ ቄܳ א ܷ ܴ |⁄ ߚ ൏
PתQ

P
൏ 1 െ       ሺ7ሻ           ߚ

 
When ߚ ൌ 0, Ziarko variable precision rough set model 
becomes Pawlak rough set model. 
 

III. LITRETURE SURVEY 

Many researchers have worked on decision tree based on 
rough set theory, some of them are summarizes in the 
following as:  
In 2006, Zhang et al. presents [12], which stepwise 
investigates condition attributes and outputs the 
classification rules induced by them, which is just like the 
strategy of on the fly. The theoretical analysis and 
empirical study shows that on the fly method is effective 
and efficient. They compared a proposed method with the 
traditional method like naïve bays, ID3, C4.5 and k-nearest 
neighbour. By the experimental result, a novel rough set 
approach gave better accuracy then traditional method. But 
accuracy determined by 10-fold cross validation the 
proposed method doesn’t give best performance. 
In 2007, Longjun et al. in [13] proposed a method to 
construct decision tree that used the degree of dependency 
of decision attribute on condition attribute for selecting the 
attribute that separate the samples into individual classes. 
First of all degree of dependency of decision attribute on all 
condition attribute calculated. The condition attribute 
having maximum dependency on decision attribute is 
selected for splitting attribute. Then this process is repeated 
until all samples are classified in individual class. They 
used four dataset labour, Monk1, Monk2 and Vote dataset 
are used to calculate accuracy of algorithm. A new 78.2%      
than C4.5. This algorithm also produces limited node tree 
than C4.5.method proposed in [13] gives higher average 
accuracy. 
In 2008, Cuiru et al. in [11] proposed An Algorithm for 
Decision Tree Construction Based on Rough Set Theory. 
They proposed a novel and effective algorithm in which 
knowledge reduction of rough set theory is used to reduce 
irrelevant information from the decision table. In [11], first 
of all degree of dependency of all condition attribute on 
decision attribute is determined. The condition attribute 
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which have highest degree of dependency is selected as 
splitting attribute. In case if there is more than two attribute 
which have same degree of dependency then -
dependability is used to select splitting attribute. They used 
weather dataset for experimental result and compared this 
result to the ID3 decision tree algorithm. The decision tree 
generated in [11], consist limited node and produce simple 
and efficient decision tree. In 2009, Baoshi et al. in [10] 
developed FID3 (Fixed Information Gain) algorithm. In the 
FID3, a new parameter fixed information gain is used to 
select splitting attribute. In FID3, attribute is reduced by 
calculating degree of dependency and then fixed 
information gain of each attribute is selected the attribute 
which have highest information gain is selected as splitting 
attribute. FID3 algorithm removes the drawback of ID3 in 
which attribute is selected as splitting attribute which have 
different attribute values. There is one more drawback of 
ID3 is the instability of the decision tree built by 
information gain is removed by using fixed information 
gain. 
In 2010, Baowei et al. in [14] proposed a new algorithm to 
construct decision tree. They stress on reducing the size of 
dataset and to eradicate irrelevant attributes from the 
dataset to reduce dimensionality. Firstly they reduced 
irrelevant attribute by the rough set theory then condensed 
the sample by removing duplicate instance. Subsequently 
they used the condensed dataset to construct decision tree 
by ID3 algorithm. From the experiments it is shown that 
the algorithm proposed in [14] improved greatly the 
number of attributes, the volume of the training samples, 
also and the running time. The results illustrate that the 
improved algorithm based on rough set theory is efficiency 
and robust, not only waste the store space of the data but 
improve the implementation efficiency. 
 
 

IV. THE IMPROVED ALGORITHM VPRSFID3 
 

1. The Proposed System 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2. The Degree of  ࢼ -Dependency 
The degree of dependency of condition attributes on 
decision attribute  ߛఉሺܲ, ܳሻ is defined as  
 

kβ ൌ γఉ
ሺP, ܳሻ ൌ  

ห ܱܲ ఉܵ ሺܲ, ܳሻห
|ܷ|

                         ሺ8ሻ 

 
Where POSఉሺܲ, ܳሻis defined by (5),  ߛఉሺܲ, ܳሻ  implies the 
proportion that objects in the domain U can be correctly 
classified for a given value of β, and it evaluates the ability 
of classification to object.  
3. Significance of Attributes 
By calculating the change in dependency when an attribute 
is removed from the set of considered possible attributes, 
an estimate of the significance of that attribute can be 
obtained. The higher the change in dependency, the more 
significant the attribute is. If the significance is 0, then the 
attribute is dispensable without losing information .More 
formally, given P, Q and an attribute AאP, the significance 
of attribute A upon Q is defined by: 
 
,ሺܳܲߪ ሻܣ ൌ ሺܳሻܲߛ െ ܲߛ െ ሼܣሽሺܳሻ                       ሺ9ሻ  
 
4. The Enhanced Information Gain 
The attribute chosen by information gain cannot always be 
the best one to split nodes in some different data sets.  
Another main problem is the instability of the decision tree 
built by information gain. Thus, we propose an enhanced 
information gain (Gainenh) as the new standard for selecting 
splitting attributes, it is defined as: 
 

௘௡௛݊݅ܽܩ ൌ ඨ݇ఉ כ
,ሺܵ݊݅ܽܩ ሻܣ

݉
                                ሺ10ሻ 

Where Gain, ݇ఉ are information gain and the degree of β-
dependency of condition attributes on decision attribute 
defined in (3) and (8), respectively. The larger  ݇ఉ  is, the 
more determinate information is included between 
condition attributes and decision attribute. The condition 
attribute with highest degree of dependency is chosen as 
the test attribute. m means the domain of attribute A, AאC. 
The greater the value of m is, the smaller weight factor gets. 
The attributes with larger number values obtain the smaller 
weight factor. Hence, this approach overcomes the 
drawback of ID3 algorithm whenever classified with 
information gain. 
5. Algorithm VPRSFID3 
Now we propose our algorithm to generate a decision tree 
in the following way: 
Input: An information systems S= (U, P ׫ Q, V, f), the 
training sets, the threshold parameter β, 0 ൑ ߚ ൏ 0.5 
Output: A decision tree T. 
Step 1:  Create an initial node the of tree based on 

maximum Gainenh. Judge that whether the samples 
are all of the same class. If they are, then turns the 
node into a leaf and return the leaf labelled with 
that class. 

Step 2: For each attribute in Pi, calculate Gainenh 

according to (10), choose the attribute Ai with the 
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maximum value of Gainenh   as the root node. 
Where Pi is the set of β- reducts.  

               Step3: Construct the branches according to different 
values of attribute Pi so that the samples are 
partitioned accordingly. 

Step 4: If samples in a certain value are all of the 
same class, then generate a leaf node and is 
labelled with that class. 

Step 5:  Otherwise use the same process recursively to 
form a decision tree for the samples at each 
partition. 

Step 6:  Build nodes and branches repeatly until any 
one of the following conditions is satisfied: 

 ݇ఉ ൑  ߚ
 All samples for a given node belong to the same 

class, return a leaf labelled with that class. 
 There are no more training samples to be 

classified, we can create a leaf belong to the class 
in majority among samples. 

Step 6: Output the decision tree T.  
 

V. EXAMPLE ANALYSIS 
In this paper, we introduce an example using both FID3 
and the proposed VPRSFID3 algorithm. According to the 
decision trees constructed by using two algorithms, we can 
clearly find the better performance of VPRSFID3. 
 

TABLE I. A DECISION TABLE 

 
A decision table is shown in TABLE I .The process of 
constructing decision tree by VPRSFID3 can be analyzed 
in the following way. At first, we can create the initial node, 
and find that the whole samples belong to different classes, 

and then we begin to calculate  ߪ஺
ఉ  according to (9). For 

each attribute A where AאP. 
After computation, we can get all the results: 

஽௘௚௥௘௘ߪ
ఉ ൌ ா௫௣௘௥௜௘௡௖௘ߪ , 0

ఉ ൌ 0.25, 

ா௡௚௟௜௦௛ߪ
ఉ ൌ ோ௘௙௘௥௘௡௖௘ߪ        , 0

ఉ ൌ 0.25 
 
Excluding attributes Degree and English, the  ߚ -reducts 
attributes set Pi= {Experience, Reference}. 
Calculate Gainenh: 
Gainenh (Experience) =0.4049, 
Gainenh (Reference) =0.1238 
 
Obviously, attribute Experience has the maximum Gainenh 

and should be chosen as the root node and labelled with 
Experience. Continue to grow branches with the different 

values of Experience. When Experience =low the decision 
attribute belong to the same class, so we create a leaf at the 
end of this branch and label it with Reject, RejectאQ.And 
when Experience =high the decision attribute belong to the 
same class, so we create a leaf at the end of this branch and 
label it with Select, Select אQ. Rest branches can be built 
by analogue according to the computation process above. 
 
 
 
 
 
    
          low                     medium                    high 
         
 
        Reject    Select 
      
 
       

 neutral                               excellent 
             
 
 

 Reject                           Select 
 

Figure 1: The decision tree constructed by VPRSFID 
 
 
 

          
 
 
                   
 

      low                  medium                high 
            

      Reject                                          Select 
 
 
 
 
                   MTech                       MSc                                            
                   
 

Select 
 
 
                                         neutral                   excellent                               

               
 
 Reject                Select    

 
Figure 2: The decision tree constructed by FID3 

   
Finally, we get the decision tree constructed by VPRSFID3, 
and it is shown in Fig.1 Meanwhile, we get the decision 
tree constructed by FID3 shown in Fig.2. In Fig.1, the 
complexity of the tree (the count of all the nodes) is 6, and 
it can generate 4 decision rules. Compared with the 
decision tree using VPRSFID3, FID3 generates more nodes 

Objects 
 

Condition Attributes 
 

Decision 
Attribute

U Degree Experience English Reference D 

x1 MTech Medium Yes Excellent Select 

x2 MTech Low Yes Neutral Reject 

x3 BSc Low Yes Good Reject 

x4 MSc High Yes Neutral Select 

x5 MSc Medium Yes Neutral Reject 

x6 MSc Medium Yes Excellent Select 

x7 MTech High No Good Select 

x8 BSc Low No Excellent Reject 

Experience 

Reference 

Experience 

Degree 

Reference 
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and leaves. Thus, we can say that VPRSFID3 has lower 
complexity than FID3.In other words, the proposed 
algorithm can overcome the shortcomings of FID3, and 
generate a smaller decision tree with less space complexity. 
 

VI. EXPERIMENTAL RESULT AND   ANALYSIS 
Our experiments are carried out on an Intel (R) Pentium(R) 
CPU B940@ 2.00 GHz, 2GB RAM, 32 bit Windows 7 
Operating System. All procedures were implemented on 
MATLAB System. We use four groups of datasets from the 
UCI Machine Learning Repository [15]. In the experiments, 

self test validation was conducted on all data sets to 
calculate the classification accuracy, the average leaf nodes 
number and time complexity for comparing the two 
algorithms(FID3and VPRSFID3).TableII shows that 
VPRSFID3 algorithm achieves an improvement on 
classification accuracy and the complexity of decision tree 
over FID3.And the average classification accuracy and 
complexity of VPRSFID3 (the count of all the nodes) is 
87.74%, 5, respectively, which correspondingly is 77.18%, 
6.5 in FID3,respectively.  

 
 

                
Figure3: The accuracy result of FID3 and VPRSFID3                     Figure4: The complexity comparison of FID3 and VPRSFID3 

 
 

TABLE II. THE COMPARISON OF VPRSFID3 AND FID3 

 
 

 
 

Datasets Instances Attributes 
FID3 VPRSFID3 

Acc (%) Leaves Acc (%) Leaves 

Flu 48 4 83.33% 5 91.66% 4 

Weather nominal 64 5 84.20% 5 92.18% 5 

Iris 150 5 66.50% 5 94.66% 4 

Wine 178 14 74.70% 11 72.47% 7 

Average   77.18% 6.5 87.74% 5 
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VI. CONCLUSIONS AND FUTURE    WORKS 

We proposed the concept of the enhanced information gain 
based on VPRS Model. This approach improved the FID3 
algorithm and proposes a new attribute selection criterion. 
The hybrid method, however, cannot tolerate possible 
noises in real world datasets but it overcomes the drawback 
of FID3 algorithm. In this paper, we suggest an improved 
method (VPRSFID3) based on degree of ߚ-dependency and 
significance of attributes based on variable precision rough 
set theory to select the splitting attributes. VPRSFID3 
increases classification accuracy and reduces the size of the 
decision trees and thus enhance the generalization ability of 
the constructed decision trees. In the future, we will adapt 
VPRSFID3 for the application of constructing multivariate 
decision tree. 
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